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ABSTRACT
Current thrusts in explainable AI (XAI) have focused on using interpretability or explanatory debugging as frameworks for developing explanations. We argue that for some systems a different paradigm – persuasive engagement – needs to be adopted, in order to affect trust and user satisfaction. In this paper, we will briefly provide an overview of the current approaches to explain smart systems and their scope of application. We then introduce the theoretical basis for persuasive engagement, and show through a use case how explanations might be generated. We then discuss future work that might shed more light on how to best explain different kinds of smart systems.

CCS CONCEPTS
• Human-centered computing → HCI theory, concepts and models
• Human-centered computing → Interaction design theory, concepts and paradigms
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EXISTING EXPLANATION FRAMEWORKS
There are currently two main frameworks that shape how researchers shape explanations: interpretability (sometimes also called intelligibility or transparency) and explanatory debugging. We will provide a brief overview of each of these frameworks and show that they are making various assumptions that shape in which contexts they might be useful. Table 1 shows an overview of the main differences of these two frameworks.
Table 1. Main differences between interpretability and explanatory debugging frameworks

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Interpretability</th>
<th>Explanatory Debugging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context of Use</td>
<td>Incompleteness of AI system in optimization or evaluation</td>
<td>Interactive machine learning, personalization</td>
</tr>
<tr>
<td>Main Goals</td>
<td>Interpretability, users' understanding</td>
<td>Correct system &quot;bugs&quot;</td>
</tr>
<tr>
<td>Secondary Goals</td>
<td>Fairness, reliability, trust</td>
<td>Users' understanding, satisfaction</td>
</tr>
<tr>
<td>Explanation design – What to include</td>
<td>Explanations types, such as What, Certainty, Why, Why Not and Inputs</td>
<td>Interactive explanations including features, predictions, and model (e.g. weights, prediction confidence, class balance)</td>
</tr>
<tr>
<td>Explanation design – How to present</td>
<td>Communicate in &quot;human-understandable&quot; terms</td>
<td>Presented iteratively, as sound and complete as possible while not overwhelming the user</td>
</tr>
</tbody>
</table>

The Interpretability Framework

Interpretability [4] applies to machine learning systems that have "the ability to explain or to present in understandable terms to a human." It has been argued that only those systems in which incompleteness arises in optimization or evaluation require an explanation; systems which do not have "significant consequences for unacceptable results" or which are "commonplace" will not need an explanation [4]. Once an AI system is interpretable, other desirable aspects of AI systems, such as fairness, reliability, trust, will also follow along.

Aligned with this framework is work developed in the context of context-aware and pervasive systems [19], that sense, learn and adapt themselves to their environment and users. In this context, a number of explanations types, such as What, Certainty, Why, Why Not and Inputs have been identified which should be presented to users in order to increase interpretability. Explanations are judged on their quality when compared to human explanations, and thus the main thrust of research in this framework is to find generic dimensions of interpretability that could lead to quality being optimized, such as how well patterns in data or reasons for specific decisions are communicated, how easily biases and errors are identified, and how much user information processing constraints are taken into account. Working within this framework, research efforts have concentrated on how best to expose the workings of AI algorithms to its users, either through making algorithms more interpretable (e.g. [12]) or investigating ways in which patterns, data, biases, etc. could be communicated to users (e.g. [35][11]).

The Explanatory Debugging Framework

A different approach to providing explanations is the framework of explanatory debugging [14]. Key aims in this framework are to help the user identify the "bugs" in machine learning and communicate enough of the machine learning system so that the user can make targeted and useful changes to improve the system to address these bugs. Explanations are provided to users in order to build better mental models of how the intelligent system behaves to support interactive machine learning. Ideally, this is also associated with increased user satisfaction if system performance improves, for example by the system personalizing itself to user preferences, or making better decisions but this is only a corollary to the main aim of improving system performance. Research has suggested that explanations should be presented iteratively and be as sound and complete as possible while not overwhelming the user; the user feedback should be able to incrementally modify the system behavior in a meaningful way while also being reversible [14]. Particular ways to expose the logic of these systems in aid of interactive machine learning have been investigated, including how to allow the user to interact with the explanations interactively to provide feedback to the system [32][16][8][1][17].

PERSUASIVE ENGAGEMENT

We are not suggesting that one of these frameworks is better than the other; in fact, we argue that the choice of framework is dependent on the context and purpose in which explanations are to be deployed. There is not one right explanation framework and instead we need to consider the best ‘horses for courses’. There is some evidence [2] that not all applications need an explanation which would accord with the interpretability framework. We argue that both frameworks do not serve smart systems well that sit outside of their scope: those that might have "inconsequential" effects, those that are common-place but need to gain the trust of users, or ones that do not learn from user interactions. For example, many smart heating systems do not have "significant consequences for unacceptable results"; all you do is change the heating setting. Siri’s and Alexa’s mistakes provide for much hilarity and viral Internet memes but rarely do we want to turn to interpretability or explanatory debugging frameworks for creating explanations for them. Eiband et al’ [6] work on a fitness app also does not fall nicely with either of these existing frameworks. Yet, users (and industry developing these applications) want explanations for these kinds of systems, especially if they go wrong.

We have previously argued [33] that these kinds of systems need to be compatible with constrained engagement [38], where the user can engage with the system to input their preferences or override the system if necessary but communication from the system is constrained so it does not overwhelm the user or push itself to the front. The main aim of the communications between system and the user is to increase user trust and satisfaction. Explanations in these situations about system decisions need to be as concise and light-weight as possible and do not need to be as detailed as in the interpretability and explanatory debugging frameworks that hope to increase the understanding of users. We argue that to help shape explanations for these kinds of applications and situations, a framework of persuasive engagement might be helpful. Table 2 outlines the main aspects of persuasive engagement. This framework draws heavily on previous seminal work in argumentation and rhetoric, which will be outlined next.
**Table 2. Main aspects of persuasive engagement framework**

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Persuasive Engagement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context of Use</td>
<td>Everyday low-risk systems, constrained engagement situations</td>
</tr>
<tr>
<td>Main Goals</td>
<td>User trust and satisfaction</td>
</tr>
<tr>
<td>Secondary Goals</td>
<td>Understanding</td>
</tr>
<tr>
<td>Explanation design –</td>
<td>Inputs, Inference step, Decision/Behavior</td>
</tr>
<tr>
<td>What to include</td>
<td></td>
</tr>
<tr>
<td>Explanation design –</td>
<td>Concise, lightweight, drill-down on demand</td>
</tr>
<tr>
<td>How to present</td>
<td></td>
</tr>
</tbody>
</table>

**Table 3. Mapping between persuasive engagement and argument structure**

<table>
<thead>
<tr>
<th>Persuasive engagement</th>
<th>Argument structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Persuasive reason for making</td>
<td>Inference step</td>
</tr>
<tr>
<td>the decision</td>
<td>Data/Facts</td>
</tr>
<tr>
<td>Decision/Behavior</td>
<td>Qualified Conclusion</td>
</tr>
<tr>
<td>On request: show input values</td>
<td>On 'Why': Show Warrants, Backing, Rebuttals</td>
</tr>
<tr>
<td>Present in easily understandable form</td>
<td>Natural language</td>
</tr>
</tbody>
</table>

**Argumentation and Rhetoric**

Previous work in AI using argumentation approaches [29][24] [23][22] has mainly focused on how to represent and reason about decisions, to generate explanations automatically using arguments for and against a decisions, or how to draw on inference categories to enrich the persuasiveness of explanations. In contrast, our work uses argumentation and rhetoric to provide guidance about what to include in an explanation, and possibly how to present it.

Argumentation has been significantly influenced by the work of Toulmin [37] who proposed that an argument has the structure shown in Figure 1. The most basic form of an argument is data (also known as premises or facts) and its link to a qualified conclusion (i.e. the conclusion could be more or less certain), and it usually suffices because it draws on accepted inference steps for the targeted audience. An argument is thus a set of premises that support a conclusion with some degree of plausibility; an explanation contains arguments for and against the conclusion, often without needing to give the actual details of the inference step [22]. Rhetorical argumentation is concerned with “increasing the adherence of a particular audience” to a conclusion [28] and therefore focuses its research on what inference steps are persuasive for certain audiences [28].

In the argument structure proposed by [37] further ‘why’ questions by the person the argument is directed at might trigger additional elements to be provided: warrants and backing provide further reasons as to why the inference is valid, whereas rebuttals might be drawn out that affect the certainty of the conclusion.

![Figure 1. Toulmin argumentation scheme](image)

**Application to a Smart Heating Use Case**

We now present how to generate an explanation within the persuasive engagement framework, drawing reference to the argument structure presented in the previous section (Table 3).

To generate an explanation for a decision (i.e. the conclusion) in this framework, we simply expose the inputs (i.e. the data) that are used to make the decision and the reason for making the decision or behavior (i.e. inference step). Only if the user requests more information, does the explanation provide further, more detailed input values (i.e. warrants, backing, and rebuttals). The inference step draws on reasons that the intended user group finds “agreeable” or persuasive, and thus might change depending on the targeted user group. Ideally, these explanations are in a form that the intended user will easily understand, such as text, or simple graphics or visualization, etc.

We now present a worked use case in smart heating systems for persuasive engagement. Our research investigated increasing trust and understanding of the smart heating system, specifically the app that allowed users to manage and control their heating (Figure 2).

![Figure 2. Overview of control app](image)

Figure 2. Overview of control app

Our program of work was set in a UK project to understand the overall value and user experience of hybrid heat pump deployment in demand-response settings. This project, FREEDOM\(^1\) (Flexible REsidential Energy Demand Optimisation and Management), led by Passiv Systems Ltd. and funded by Western Power Distribution and Wales and West Utilities.

---

\(^1\) [https://www.westernpower.co.uk/projects/freedom](https://www.westernpower.co.uk/projects/freedom)
Our endeavor sought to explain system behavior through transparency design [6]. The results of a previous user study [31] indicated that the system needed to provide explanations to users when unexpected behavior occurred, at the point of or even prior to starting this behavior. We also found that textual explanations and simple visualizations were preferred by users, and they wanted reasons for system behavior that included reference to their comfort and cost.

To start, we collaborated with an expert heating engineer employed by our collaborative partner, Passiv Systems Ltd, to generate a list of all system behaviors. These were when the system decides to:

- pre-heat the home to reach a temperature setpoint for a period in the user’s schedule when they have indicated that they will be at home;
- heat to maintain a temperature setpoint if the user is at home;
- not heat and run at a lower temperature than the setpoint if the user is at home;
- heat at a higher temperature than the one set for when the user is at home;
- switch between heat sources;
- to not heat when the user is not at home or asleep;
- to implement demand-response (i.e. shift the heating pattern due to network demand, and variable energy tariffs)

For each of these behaviors, we then needed to explain their respective inputs (i.e. the data that is drawn on to make a conclusion). For each of the 7 decisions, we again interviewed the heating expert from Passiv Systems Ltd. to investigate the inputs that the algorithm used to make each of the above decisions. Pre-heating was one of the most complex behaviors in terms of inputs and also one of the most misunderstood system behaviors in a previous study [31]; all other decisions used considerably less variety of inputs. We therefore illustrate the design of how to explain using this rich example. For pre-heating the home, we found that the following inputs mattered:

- Current internal temperature;
- Current external temperature;
- Learnt properties around the rate of heating of the home;
- Schedule and associated temperature setpoint;
- User preference to optimize comfort versus cost;
- 24-hour weather forecast;
- Tariff information for heat sources.

Once we had all of this information, we began to iteratively design and prototype the presentation of explanations for all these behaviors, following the persuasive engagement framework. In its simplest form, a textual explanation included at least one statement explaining the reasons (i.e. inference step) that gave a motivation for linking the data to the decision, and a set of inputs that underlie the decision. For example, in the textual explanation for pre-heating (Figure 3), we included the overall motivation for preheating (Figure 3 A). We drew on comfort reasons by drawing attention to “so you are comfortable in the <morning>”. In addition, if a demand-response situation arises where tariffs increase based on network demand, we add an additional reason about reducing energy costs: “Plus, [...] this means pre-heating now is better value for you.” The interface also lists the key components and data that the behavior was based on, as shown in Figure 3 B.

![Figure 3. Textual explanation for pre-heating.](image)

The user can switch to a graphical explanation on request by pressing a control at the bottom of the screen, thereby indicating that they want to have a deeper explanation of the heating system’s behavior, akin to asking a further ‘why’ question. A graphical explanation visualizes the main inputs underlying the system behavior with their concrete values. Each timeline shows the current time in the middle of the x-axis. The left part of the graph shows the input values up to the current time, on the right is a projected forecast of what the system will do in the future, shown partially transparent and in dashed lines, to indicate uncertainty. For example, in pre-heating (Figure 4) a wide variety of data determines preheating to reach an indoor temperature. It depicts the current schedule, the current outdoors temperature, the tariff information (in case of demand response situations), and the current trade-off setpoints for comfort versus savings. It shows the period of time when the system has been or will be pre-heating to achieve the set temperature points when people are expected to be in the home.

**Discussion and Future Work**

We have described the current main frameworks in existence and their scope of application. We have introduced a new framework – persuasive engagement – by drawing on argumentation theory, and shown how it might be applied in a use case. Our view fits well with how explanations are seen in the social sciences as information about causality and counterfactuals in answer to a ‘why’ question [21]. In addition, it comes closest to what is termed a “pragmatic view” of explanations [7]. We firmly believe that any advances in XAI need to involve inter-disciplinary efforts to contribute new thoughts and research directions.
Our work has three main avenues for future work: 1) its scope and validation, 2) the components of explanations in this framework, 3) new presentation styles for persuasive engagement.

First, we need to consider when it would be appropriate to apply persuasive engagement. We have shown this in one use case but we need to investigate the boundaries of when this framework needs to be abandoned and instead interpretability or explanatory debugging become more appropriate or useful. Hand in hand goes validation of how robust this framework is, or whether we are missing important aspects. This will necessarily take a longer-term approach in which researchers and practitioners pool their experiences. It will also require that we are explicit about which kinds of systems we are addressing and for which purposes.

Second, we need to investigate each component of the framework more deeply. For example, what are the user groups that we might want to target with persuasive engagement? What inference steps are acceptable for certain user groups? How do we determine the inputs that matter? What process should we adopt in this case? In the case of smart heating systems, we involved both users and experts in transparency design [6] to determine inference steps and the inputs, but these details obviously are dependent on the domain and targeted user group. Hence more work is needed that relate to how we should construct the ‘What’ of an explanation.

Last, presentation is another area that needs to be investigated. Currently, we are focusing on textual versus graphical visualizations, but are there other, novel forms of presentations that we should consider? In rhetoric, affect and emotions matter – how much do they matter in explanations following persuasive engagement? Also important is the question of scale, and when explanations crafted through persuasive engagement might become overwhelming.

In summary, the research effort to study XAI is far from over, and instead our work to investigate making AI understandable, trustworthy and effective has just begun.
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